
 
 

 

 

 

 

 

 

 

Dynamic Factor Model of Inflation for 

Kazakhstan  
 

 
 

 

Monetary Policy Department 

Economic Study No.2022-4 
 

 

 

  

 

 

 

 

 

 

 

 

 

 

Yerzhan I. 

Seidakhmetov А. 
 



2 

 

Economic studies and research notes of the National Bank of the Republic of 

Kazakhstan (“the NBRK”) are meant to disseminate the outcomes of the NBRK’s 

studies as well as of other academic research works of the NBRK’s staff. Economic 

studies are disseminated in order to encourage discussions. The opinions expressed in 

the paper reflect the personal standing of the author and may not coincide with the 

official standpoint of the NBRK. 

 
 

Dynamic Factor Model of Inflation for Kazakhstan. 

NBRK – WP – 2022-4 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

© National Bank of the Republic of Kazakhstan 
Any reproduction of presented materials is allowed upon the authors’ permission only  

 

 

 

 

 

 



3 

Dynamic Factor Model of Inflation for Kazakhstan. 

 

Yerzhan Islam1 

Seidakhmetov Ansar2 

 

Abstract 

 

It is extremely important for central banks adhering to the policy of inflation 

targeting to monitor the current trends in the development of inflationary processes. 

In addition to the standard analysis of influence by various variables, it is necessary 

to understand the nature of where the main drivers of inflationary dynamics are 

stemming from. In this regard, the constant analysis of the impact on inflationary 

processes by unobserved variables is of particular importance.   

As part of this study, the authors have defined unobserved variables and made 

a quantitative assessment of their effect on the dynamics of inflationary processes. 
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1. Preamble 

 

In 2015, the National Bank of Kazakhstan moved to a new monetary policy 

regime – inflation targeting. The introduction of a system for analyzing and 

forecasting macroeconomic variables, inflation in particular, is an important aspect 

of effective inflation targeting. This system involves the construction of structural 

macroeconomic and econometric toolkit using a wide class of models to support 

monetary policy decisions. Pursuing a balanced and consistent monetary policy 

leads to the stabilization and reduction in inflation volatility by increasing 

confidence in the regulator and diminishing inflationary expectations. 

 The existence of a considerable number of variables affecting the inflation 

dynamics complicates the forecasting and analysis process. One has to single out 

really significant indicators among a large volume of data. One of the methods to 

solve this problem is the principal component analysis (PCA).  

The principal component analysis is a statistical method that allows 

transforming the inter-correlated variables into a new contracted data set of 

uncorrelated variables called principal components. In doing so, conversion to a data 

set with lesser dimensions is accomplished with a minimum loss of general 

information. The data transformation is defined so that the first principal component 

has the maximum possible variance of all explanatory variables included in the 

analysis. Subsequent principal components include the residual variance. 

In their study, Stock and Watson (2002) empirically proved that it makes sense 

to use the principal component analysis in forecasting with a large number of 

predictors. In forecasting the index of industrial production, the initial data set 

included 149 explanatory variables of monthly frequency (production, consumption, 

employment, inflation, interest rates, etc.) and was further predicted by using the 

principal component analysis. During the study, it turned out that the maximum 

improvement in forecasts in comparison with naive AR and VAR models is achieved 

through the use of the first two or three principal components. The inclusion of 

additional principal components does not lead to a significant improvement in the 

quality of forecasts.   

 In addition to the convenience of using a smaller dataset, principal component 

analysis avoids the curse of dimensionality. Along with this, the principal 

component analysis is one of the tools that enables to group variables by the nature 

of their origin in order to obtain a common unobserved variable.  

As part of this work, the authors identified unobserved variables that reflect 

the influence of various aspects (external factors, supply and demand) and made a 

quantitative assessment of their impact on inflationary processes by building an OLS 

model. At the same time, as an additional analysis, the authors assessed the 

contribution of various factors by adding various variables to the OLS model with 

further grouping by nature of origin. Additionally, a vector autoregression (VAR) 

model was built to evaluate the “variance decomposition” to interpret the 

relationships between variables described by the model.  

This paper consists of several parts. The second part contains a literature 

review where similar studies of other authors are discussed. The third section 
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describes the methodology. It is followed by the discussion of outcomes where the 

authors of this paper share the description of assessment results. Findings and 

recommendations of this research are the final section in the paper. 
 

2. Literature Review 

 

To obtain a realistic and accurate forecast and analysis of inflation, certain 

technical requirements have to be met. For example, a sufficiently large amount of 

data should be available, and appropriate models should be developed to forecast 

and analyze inflation.  

The study of inflation and its sources in the economy is important because it 

plays a significant role in formulating the monetary policy pursued by the central 

bank. A study by the International Monetary Fund (Loungani & Swagel, 2001) found 

that the source of inflation in developing countries is not uniform and varies across 

continents. In particular, it is noted that inflation factors in African and Asian 

countries differ, as most of the latter tend to have lower or moderate rates of mean 

inflation. The study also showed that fiscal factors, which are reflected in the money 

supply growth, exchange rate peg adjustments in response to oil or non-oil 

commodity price shocks, make a significant impact.  

The most important factor in these countries is the inertial component. This 

means that anti-inflationary policy in developing countries with moderate or low 

inflation should focus on structural issues that affect the relationship between past 

and expected inflation. In countries with higher rates of mean inflation, such as many 

countries in South America, the importance of fiscal factors prevails and inertial 

inflation plays a much smaller role.     

An article by Feldkircher and Tondl (2020) examined the relationship between 

inflation and monetary policy, taking into account the influence of global factors. 

For this purpose, the GVAR model was estimated and a generalized decomposition 

of the variance of inflation forecast error and short-term interest rates was carried 

out. The analysis shows that in the countries of Central, Eastern and South-Eastern 

Europe as well as in the emerging markets, global factors have a moderate effect on 

inflation. In developed countries, the dynamics of world prices affect inflation 

stronger, explaining 55 percent of inflation in the long run. Inflationary factors in all 

sample countries include rising oil prices as well as the exchange rate. In several 

emerging economies, monetary policy decisions are the main driver of inflation, 

especially in countries with inflation targeting policies. The regulation of the policy 

rate has its merits and maintains the price stability in the economy but globalization 

limits the ability of central banks. In addition, the results show that demand-pull 

factors are the least important determinant of inflation.  

The study entitled “Forecasting Local Inflation with Global Inflation” 

examines a range of inflation forecasting models and argues that current economic 

models are poorly suited to inflation forecasts in emerging economies (Duncan & 

Martínez-García, 2015).  



7 

The literature on principal component analysis (PCA) for inflation analysis 

can be divided into two approaches. The first approach is related to the construction 

of alternative inflation indicators based on the rates of regional inflation or its 

individual components (services, industry, food, etc.). It is assumed that information 

about common factors is contained in the array of regional inflation rates; therefore, 

the main components are isolated from regional inflation. In the context of the 

regions of Kazakhstan, a similar study was carried out by employees of the National 

Bank, which confirmed the hypothesis that there is heterogeneity in the dynamics of 

inflationary processes across the regions of Kazakhstan (Tuleuov and 

Seidakhmetova, 2017). Despite the general dependence of inflation on the main 

factors, the degree and nature of how these factors influence inflation differs 

depending on individual characteristics of each region.  

In their research, Marques et al. (1999, 2000, and 2001) and Abenoja et al. 

(2017) estimate inflation based on the principal component analysis and also use the 

first principal component as an indicator of the inflation trend in Portugal and the 

Philippines, respectively. The resulting new indicator has the desirable properties of 

a core inflation indicator: it is less volatile than both headline inflation and available 

core inflation indicators. The PCA-based proxy for core inflation has a lower 

standard deviation than most of core inflation indicators, even if historically volatile 

components of the CPI are not excluded from its estimate.  

In using the second approach, statistics are used on a large number of time 

series of macroeconomic indicators common to all regions (growth rates of monetary 

aggregates, exchange rate changes, GDP growth rates, nominal interest rates, etc.) 

and the principal components are calculated from this data array. A similar 

methodology was also used in this study. This method has been previously proposed 

by Stock and Watson (1998) and Forni et al. (2000, 2004), which explore the 

properties of generalized dynamic factor models based on Sargent and Sims (1977) 

and Geweke (1977) models. In a series of papers, Stock and Watson (1998, 1999, 

and 2002) use factor models to transform a large amount of the US macroeconomic 

data into separate subsets of factors, and then use the resulting factors to predict 

future values of macroeconomic series such as GDP and inflation.  

Stock and Watson, when comparing forecast mean squared errors – MSE – 

found out that this two-stage method produces forecasts that are superior to other 

univariate, bivariate, and multivariate reference models. This method is especially 

useful in forecasting inflation.  

Forni et al. (2001) and Marcellino, Stock, Watson (2003) use factor models to 

analyze large data volumes of the European Region and Artis, Banerjee, Marcellino 

(2002) and Matheson (2006) – to forecast economic and financial variables of the 

United Kingdom and New Zealand.  

 

3. The Data and Methodology Used 

 

In the course of this study, changes in 65 variables to the previous period were 

used in monthly frequency from January 2011 to September 2021 (Attachment 1). 
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At the first stage, deseasonalization of all variables was performed. Further, in view 

of the use of principal component analysis as a tool for determining unobserved 

variables, all data were normalized and grouped according to the nature of their 

origin and their influence on inflationary processes.  

The principal component analysis (PCA) is a data analysis tool that is 

commonly used to reduce the dimensionality (number of variables) of a large 

number of interrelated variables while retaining as much variation as possible 

(Kunovac, 2007). The PCA computes an uncorrelated set of variables (factors or 

principal components). These factors are ordered so that the first few retain most of 

the variance that is present in all of the original variables.  

Suppose X is a vector of p random variables. The main idea of the principal 

component transformation is to find a few (<p) variables that have retained most of 

the variation given by the variance of p random variables. Let a random vector 𝜒′ =
[𝑋1, 𝑋2, … , 𝑋𝑝] have a covariance matrix with eigenvalues 𝜆1 ≥ 𝜆2 … ≥ 𝜆𝑝 ≥ 0. 

Let us assume that we have linear combinations 𝑌𝑗 = 𝛼𝑗𝑋 = 𝛼1𝑋 + 𝛼2𝑋 +

⋯ + 𝛼𝑝𝑋 of element X, where 𝛼𝑗 – is a vector of p components 𝛼𝑗1, 𝛼𝑗2, … , 𝛼𝑗𝑝. 

Therefore, 

𝑉𝑎𝑟(𝑌𝑗) = 𝛼𝑗
′∑𝛼𝑗     where j=1,2,…,p                                                 (1) 

𝑉𝑎𝑟(𝑌𝑗 , 𝑌𝑘) = 𝛼𝑗
′∑𝛼𝑘     where j, k=1,2,…,p                                              (2) 

Principal components are those uncorrelated linear combinations 𝑌𝑗 , 𝑌𝑗 , … , 𝑌𝑝, 

with a maximum possible variance (1). When finding principal components we look 

up at their deviations. The first step is to find a linear combination 𝛼𝑗
′𝑋 with a 

maximum variance so that: 

𝛼1
′ 𝑋 = 𝛼11𝑋1 + 𝛼12𝑋2 + ⋯ + 𝛼1𝑝𝑋𝑝 = ∑ 𝛼1𝑘𝑋𝑘

𝑝
𝑘=1                                   (3) 

Then we find a linear combination 𝛼2
′ 𝑋, uncorrelated with 𝛼1

′ 𝑋 and having a 

maximum variance, and so on, so that on stage k a linear combination  𝛼𝑘
′ 𝑋 is 

obtained, which has the maximum variance and the absence of correlation with 

𝛼1
′ 𝑋, 𝛼2

′ 𝑋, … , 𝛼𝑘−1
′ 𝑋. The resulting k variable 𝛼𝑘

′ 𝑋 – is a k-th principal component, 

where p of principal components were found before this component but it is enough 

to stop after the q-th stage (q ≤ p), where the largest part of variance 𝑋 was included 

in q principal components. 

 The variance of principal component is equal to its eigenvalue that 

corresponds to this principal component, 

𝑉𝑎𝑟(𝑌𝑗) = 𝛼𝑗
′∑𝛼𝑗 = 𝜆𝑗  where j=1,2,…,p                                                (4) 

 The total variance of the data is equal to the total variance of its principal 

components, 

𝜎11 + 𝜎22 + ⋯ + 𝜎𝑝𝑝 = ∑ 𝑉𝑎𝑟(𝑋𝑗)
𝑝
𝑗=1 = 𝜆1 + 𝜆2 + ⋯ + 𝜆𝑝 =

∑ 𝑉𝑎𝑟(𝑌𝑗)
𝑝
𝑗=1                                                                                                (5) 

Initially, the data was normalized so that the variables had the same scale, 

using the standard method of normalizing all data to zero mean and single standard 

deviation. A random vector 𝜒′ = [𝑋1, 𝑋2, … , 𝑋𝑝] was transformed into 

corresponding normalized variables  
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𝑍 = [𝑍𝑗 =
𝑋𝑗−𝜇𝑗

√𝜎𝑗𝑗
]     where j=1,2,…,p                                                (6) 

In a matrix notation, it can be written as follows: 

𝑍 = (𝑉
1

2⁄ )
−1

(𝑋 − 𝜇)                                                                                       (7) 

where 𝑉
1

2⁄  – is a diagonal matrix of standard deviation. Therefore, 𝑍(𝐸) =
0, 𝐶𝑜𝑣(𝑍) = 𝜌. 

Principal components Z may be obtained from eigenvectors of a correlated 

matrix X. All previous properties for X apply to Z as well, so the notation 𝑌𝑗 refers 

to the j-th principal component, and the values (𝜆𝑗 , 𝛼𝑗) are a pair of eigenvalue 

vectors.  

j-th principal component of normalized variable 𝑍′ = [𝑍1, 𝑍2, … , 𝑍𝑝] with 

𝐶𝑜𝑣(𝑍) = 𝜌, is written as: 

𝑌𝑗 = (𝑉
1

2⁄ )
−1

(𝑋 − 𝜇), so that: 

∑ 𝑉𝑎𝑟(𝑌𝑗) =
𝑝
𝑗−1 ∑ 𝑉𝑎𝑟(𝑍𝑗)

𝑝
𝑗−1 = 𝑃  where j=1, 2,…,p                           (8) 

In this case, (𝜆1, 𝛼1), (𝜆2, 𝛼2), … , (𝜆𝑝, 𝛼𝑝) – is a pair of eigenvalue vectors 

with a condition for p 𝜆1 ≥ 𝜆2 … ≥ 𝜆𝑝 ≥ 0.  

The principal components are determined as follows. The load matrix or 

eigenvectors is a measure of importance of the estimated variable for a given 

principal component. Assuming all elements are positive, the first component is the 

weighted average of the variables and is called the inflation trend. Similarly, positive 

and negative coefficients in the subsequent components can be considered as 

inflation factors.  

The weight of the variance is determined by the principal component that best 

explains the original variables. A measure of how well the first q principal 

components explain the variation in Z is presented as: 

𝜛𝑞 =
∑ 𝜆𝑗

𝑝
𝑗=1

𝑃
=

∑ 𝑉𝑎𝑟(𝑍𝑗)
𝑝
𝑗=1

𝑃
.                                                                             (9) 

After finding the main factors explaining the variation in inflation with the 

help of PCA, further assessment of the contribution of these factors is carried out.  

The method of least squares is used as a tool for determining the degree of 

influence and contribution of each unobserved variable. This method is used to find 

the contributions of the obtained q significant factors to the variable of interest Y.  

Explicitly, a linear dependence on q significant factors 𝜒′ = [𝑋1, 𝑋2, … , 𝑋𝑞] is 

measured for yt, and the following equation is estimated by using the OLS method: 

𝑦𝑡 = 𝛼𝑡 + ∑ 𝛽𝑖𝑋𝑖,𝑡
𝑞
𝑖=1 + 𝜀𝑡   where i = 1,2,…,q,                                (10) 

where the resulting �̂�𝑖 are the suggested contributions per a unit of change in 

the corresponding factor 𝑋𝑖. One can find a full explanation of the underlying least 

squares method in the book by Linnik (1962).  

The basics of vector autoregression and subsequent variance decomposition 

are described in the work of Stock and Watson (2005).  

 Vector autoregression models have the following form: 

𝑦𝑡 = 𝐴1𝑦𝑡−1+. . . +𝐴𝑝𝑦𝑡−𝑝 + 𝑢𝑡,            (11) 
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where 𝑦𝑡 = (𝑦1𝑡 , … , 𝑦𝐾𝑡)′ (a prime denotes transposition) – is a vector of K 

observable variables of interest, 𝐴𝑖
′ – are the matrices of (K×K) parameters, and p – 

is the lag order. In VAR model (11), all variables are a priori endogenous. The 

variance decomposition helps interpreting VAR models. It is presented as follows. 

The forecast for h forward steps may be obtained from (1) recursively in the 

form of: 

𝑦𝑡+ℎ − 𝑦𝑡+ℎ|𝑡 = 𝐴1𝑦𝑡+ℎ−1|𝑡+. . . +𝐴𝑝𝑦𝑡−𝑝 + 𝑢𝑡                                          (12) 

Here, 𝑦𝑡+𝑗|𝑡 = 𝑦𝑡+𝑗 for 𝑗 ≤ 0. Therefore, the forecast error equals 

𝑦𝑡+ℎ − 𝑦𝑡+ℎ|𝑡 = 𝑢𝑡+ℎ + ∑ 𝛷ℎ−1
𝑖=1 𝑢𝑡+ℎ−𝑖~(0, 𝛴ℎ = 𝛴𝑢 + ∑ 𝛷𝑖

ℎ−1
𝑖=1 𝛴𝑢𝛷𝑖

′), (13) 

on condition that forecast errors have a zero mean and  covariance matrix equal to 

Σℎ. 

The variance of forecast error of k-th forecast element looks as follows: 

𝜎k
2(h) = ∑ (𝜃k1,j

2 +. . . +𝜃kK,j
2h−1

j=0 ) = ∑ (𝜃kj,0
2 +. . . +𝜃kj,h−1

2h−1
j=0 )                     (14) 

The term (𝜃kj,0
2 +. . . +𝜃kj,h−1

2 ) may be interpreted as a contribution of the j-th 

shock at the h-th step to the variance of the forecast error of variable k. 

Decomposition of the term by 𝜎k
2(h) gives an interest rate contribution of shock j to 

the variance of the forecast error of variable k at step h. Such approach was suggested 

by Sims (1980) and has been frequently used and interpreted for various forecast 

horizons. 

4. Discussion of Outcomes 

 

As part of the study, three unobservable variables were obtained using the 

principal components analysis: the external factor, the supply and demand-pull 

factor. At the same time, the demand-pull factor also takes into account the influence 

of monetary and fiscal policies. The observed variables used to derive the factors 

were selected based on the principle of maximum correlation with the dependent 

variable, inflation in this case.  

As can be seen from Diagram 1, a significant contribution to inflation in 

periods without obvious shocks is made by the fixed term, inertia and the seasonal 

factor. During certain periods of significant acceleration of inflation, namely in 

February 2014 and October 2015, the main contribution was made by the external 

factor. Indeed, inflation in these periods accelerated due to the growth of import 

prices in the context of the tenge exchange rate pass-through onto domestic prices. 
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Diagram 1 

Contributions to the monthly inflation by unobserved variables 

obtained with the use of the principal component analysis  

Source: UN FAO, National Bank, BNS ASPR, Central Bank of Russia, authors’ computations 

 

The influence of other unobserved variables throughout the reviewed period 

is moderate. At the same time, analyzing the period from the onset of the pandemic, 

one may note that the influence of factors, supply and demand has increased 

compared to other periods. However, it is worth noting that, as shown by this study, 

the use of the principal component analysis as a tool for identifying and obtaining 

unobserved variables is not as effective as it might seem at first glance. This is 

because many observed variables have a divergent impact and at different intervals. 

To eliminate this shortcoming, a second OLS model was built and the observed 

variables were directly included into the model and factors were broken down further 

according to the nature of origin.  

The results of this model are somewhat different from the results of the model 

obtained using the PCA. There is no fixed term in the model that uses the grouping 

of variables due to the weak significance of coefficients to this variable (Diagram 

2). 
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Diagram 2 

Contributions to the monthly inflation by unobserved variables 

obtained with the use of the variable grouping  

 
Source: UN FAO, National Bank, BNS ASPR, Central Bank of Russia, authors’ computations 
 

 The main contribution to inflationary processes during the analyzed period is 

made by an external factor, which is associated with a high share of both finished 

and intermediate imports. Thus, according to the Bureau of National Statistics of the 

Agency for Strategic Planning and Reforms of the Republic of Kazakhstan, in 2020 

the share of imports in the consumption of food was 22.1%, and of non-food 

products - 60.3%. It should be noted that since 2011 the share of imports in the 

consumer basket has remained the same: about 60% for non-food products and 20% 

for food products. Most of the contribution by external factors is associated with the 

effect of imported inflation from the Russian Federation as the main trading partner. 

This variable has a maximum coefficient and a strong significance in the equation 

(Attachment 3), which is explained by close economic ties and a high share of Russia 

in total imports – 41.1% in January-September 2021. 

 In addition to the external factor, a significant contribution is made by the 

seasonal factor and inertia factor. A significant contribution of inertia is associated 

with the heterogeneity of inflationary processes. The magnitude and timing of the 

price change in response to various shocks vary and depend on the particular region 

as well as the particular retail outlet. In addition, it is worth mentioning that a 

significant contribution of the seasonal factor and inertia may indirectly indicate the 

presence of structural constraints and imbalances in the economy.  

 In the current variation of the model, in contrast to the model that uses the 

factors obtained using PCA, there is a more significant contribution of supply and 

demand factors. In particular, these factors have been contributing greatly since the 

beginning of the pandemic. 
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 In addition to the two previously described models, the authors of this study 

built a VAR model in order to estimate the “variance decomposition” to interpret the 

relationships between variables described by the model (Diagram 3). 

 Diagram 3 

Contributions to the monthly inflation by unobserved variables 

obtained with the use of the variable grouping  

 

 
   

Source: UN FAO, National Bank, BNS ASPR, Central Bank of Russia, authors’ computations 

 

 

 This tool “decomposes” the variance of the forecast error into contributions 

from specific exogenous shocks, and also demonstrates how important a particular 

shock is for explaining variations in variables over time.   

According to the variance decomposition, in the first month, about 100% of 

the inflation variation is due to inflation shocks. In subsequent months, the 

contribution of inflation decreases and the contribution of factors to inflation 

changes increases rather quickly. The system becomes stable in about 6 months after 

the shocks and the contribution by factors remains at 55%. At the same time, most 

of the variance (about 44%) is explained by external shocks, which again confirms 

the strong dependence of the domestic price dynamics on the world market 

environment.  

 

5. Findings and Recommendations for Future Research 

 

In this study, non-observable factors were determined and a quantitative 

assessment of their impact on inflationary processes was conducted. 

The principal components analysis was used as a tool for obtaining 

unobserved variables. Next, the least squares (OLS) method was used to determine 
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the degree of influence and contribution of each unobserved variable. Besides, the 

authors built the second OLS model with direct inclusion of the observed variables 

into the model and a further breakdown into factors according to the nature of origin. 

Apart from that, in addition to the two previously described models, the authors of 

this study built a VAR model in order to estimate the “variance decomposition” for 

interpreting the relationships between variables described by the model. 

According to the results of the study, the main contribution to the dynamics 

of inflationary processes is made by such factors as the external factor, which is 

associated with a high share of imports, as well as the seasonal factor and the inertia 

that indirectly reflects the presence of structural imbalances and restrictions. It 

should be noted that a significant contribution of inertia according to the study of 

the International Monetary Fund (Loungani & Swagel, 2001) is typical for many 

developing countries. To eradicate this problem, anti-inflationary policy should 

focus on structural issues that affect the relationship of expectations between the past 

and future inflation.  

At the same time, since the onset of the pandemic, two variations of the model 

have demonstrated the presence of a permanent positive contribution on the demand 

and supply side. 

Summing up, it is worth noting a strong dependence of inflationary processes 

on external factors, seasonality and inertia. This fact confirms the presence of deep 

structural problems and insufficient domestic production. At the same time, artificial 

curbing of inflationary processes through administrative intervention by setting 

marginal prices and regulating markets only exacerbates the existing imbalances in 

the markets in the long run.  

The existing problems can be addressed by deregulation of markets; indirect 

support for domestic producers by creating favorable and transparent conditions for 

doing business; introduction of a countercyclical fiscal rule and synchronization of 

monetary and fiscal policies. 
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7. Attachments 

 

Attachment 1 

List of Indicators Used 

 

# Indicator 

1 FAO food price index 

2 FAO meat price index 

3 FAO dairy price index  

4 FAO cereal price index 

5 FAO vegetable oil price index 

6 FAO sugar price index 

7 USD/KZT exchange rate 

8 RUB/KZT exchange rate 

9 Import price index 

10 Consumer import price index 

11 Food consumer import price index 

12 Non-food consumer import price index  

13 Consumer price index in Russia 

14 Food consumer price index in Russia  

15 Non-food consumer price index in Russia 

16 Services price index in Russia 

17 Average monthly Brent oil price 

18 Consumer price index in the EU 

19 Consumer price index in China 

20 Consumer price index in the USA 

21 Personal consumption expenditure index in the USA 

22 Quantity of tenge in the economy 

23 Money base (reserve money) 

24 Narrow money 

25 M0 (cash in circulation) 

26 M1 

27 M2 

28 M3 (money supply) 

29 Average monthly TONIA 

30 Volume of consumer loans 

31 Volume of loans to food producers 

32 Volume of loans to agricultural producers 

33 Volume of loans to the transport sector 

34 Volume of loans to the trade sector 

35 Consumer product producer price index  
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36 Food producer price index  

37 Beverage producer price index  

38 Clothes producer price index 

39 Medication producer price index  

40 Car producer price index  

41 Furniture producer price index  

42 Electricity producer price index 

43 Gasoline producer price index 

44 Diesel producer price index 

45 Producer price index in the manufacturing industry 

46 Producer price index 

47 Producer price index in agriculture 

48 Producer price index in plant production 

49 Producer price index in animal production 

50 Producer price index in the transport sector 

51 Physical output index of the manufacturing industry 

52 Physical output index in agriculture 

53 Turnover in retail trade 

54 Index of nominal income 

55 Index of real income 

56 Real wage index 

57 Nominal wage index 

58 The numbers of economically active population 

59 Budget spending on purchases of goods and services 

60 Budget spending on wages 

61 Budget spending on individuals 

62 Consumer price index 

63 Food consumer price index 

64 Non-food consumer price index  

65 Services price index 
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Attachment 2 

Model Results with the PCA 

 
Sample (adjusted): 2011M11 2021M09  

Included observations: 119 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     CPI_SA(-1) 0.257043 0.061815 4.158255 0.0001 

FACTOR_EXTERNAL(-1) 0.218053 0.027155 8.029799 0.0000 

FACTOR_MONETARY(-2) 0.048499 0.022591 2.146823 0.0340 

FACTOR_SUPPLY 0.037629 0.022539 1.669525 0.0978 

FACTOR_FISCAL(-10) 0.048686 0.026804 1.816360 0.0720 

FACTOR_DEMAND(-2) 0.041778 0.024086 1.734519 0.0856 

C 0.445164 0.046401 9.593907 0.0000 
     
     R-squared 0.681860     Mean dependent var 0.595212 

Adjusted R-squared 0.664816     S.D. dependent var 0.525566 

S.E. of regression 0.304277     Akaike info criterion 0.515263 

Sum squared resid 10.36944     Schwarz criterion 0.678741 

Log likelihood -23.65816     Hannan-Quinn criter. 0.581646 

F-statistic 40.00763     Durbin-Watson stat 1.595977 

Prob(F-statistic) 0.000000    
 

 

Attachment 3 

Model Results with the Grouping 

 
 

Sample (adjusted): 2011M06 2021M09  

Included observations: 124 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     CPI(-1) 0.367634 0.057527 6.390623 0.0000 

D_REAL_INCOME(-2) 0.020297 0.007832 2.591465 0.0108 

M_CREDIT_CONSUMER(-3) 0.044291 0.018163 2.438553 0.0163 

E_CPI_RU 0.531251 0.067453 7.875904 0.0000 

E_IMPORT_CONS_PRICES(-1) 0.040869 0.017994 2.271194 0.0250 

E_RUB_KZT(-1) 0.069355 0.010117 6.855165 0.0000 

E_USD_KZT(-1) 0.051872 0.011597 4.472701 0.0000 

S_PPI_CONSUMER_GOODS(-1) 0.133821 0.051278 2.609722 0.0103 

S_PPI_AGRICULTURE(-1) 0.032066 0.023743 1.350541 0.1795 

M_MONEY_SUPPLY(-5) 0.024980 0.013434 1.859486 0.0655 

M_M2X(-4) 0.026571 0.009562 2.778680 0.0064 
     
     R-squared 0.714045     Mean dependent var 0.581831 

Adjusted R-squared 0.688740     S.D. dependent var 0.588888 

S.E. of regression 0.328545     Akaike info criterion 0.696237 

Sum squared resid 12.19739     Schwarz criterion 0.946423 

Log likelihood -32.16668     Hannan-Quinn criter. 0.797868 

Durbin-Watson stat 1.744188    
 

 

 


